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Community Question Answering (CQA) websites have become valuable knowledge repositories. Millions of
internet users resort to CQA websites to seek answers to their encountered questions. CQA websites provide
information far beyond a search on a site such as Google due to (1) the plethora of high quality answers,
and (2) the capabilities to post new questions towards the communities of domain experts. While most re-
search efforts have been made to identify experts or to preliminary detect potential experts of CQA websites,
there has been a remarkable shift towards investigating how to keep the engagement of experts. Experts
are usually the major contributors of high-quality answers and questions of CQA websites. Consequently,
keeping the expert communities active is vital to improving the lifespan of these websites. In this paper,
we present an algorithm termed PALP to predict the activity level of users of CQA websites. To the best of
our knowledge, PALP is the first to address a personalized activity level prediction model for CQA websites.
Furthermore, it takes into consideration user behavior change over time and focuses specifically on expert
users. Extensive experiments on the Stack Overflow website demonstrate the competitiveness of PALP over
existing methods.
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1. INTRODUCTION

Community Question Answering (CQA) websites have become valuable knowledge
repositories in their specific domains [Pudipeddi et al. 2014] [Dror et al. 2012] [Nie
et al. 2015]. Millions of internet users resort to CQA websites to seek answers to
their encountered questions. CQA websites operate far beyond search engines such as
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Google. (1) There are plenty of questions and high quality answers provided by CQA
websites, where the user may find the same or a similar question to hers together
with the associated answers. (2) Users can conveniently post their own questions to
the crowdsourcing community full of experts. The expert community will provide pro-
fessional answers in response to her questions. The main purpose of a CQA website is
to produce and maintain high quality answers to users’ questions. Voting, badges and
reputation are typical mechanisms that guarantee the quality of questions and an-
swers on these websites [Riahi et al. 2012]. As a successful example, Stack Overflow,
a CQA website specializing in programming, has attracted 5,277,831 registered users
and the number is still rapidly increasing.

However, CQA websites face their own problems and challenges [Pudipeddi et al.
2014]. One key problem is that these websites are required to continuously pay atten-
tion to the experts who have a tendency to churn among sites or become inactive. The
popularity of a CQA website highly depends on the breadth of its questions and the
quality of its answers. The departure of an expert implies the loss of a high quality
content creator. As such, keeping the expert communities active is vital to improve the
lifespan of these websites. Interestingly, only a small portion of users are responsible
for answering a large portion of the questions [Riahi et al. 2012]. For example, in Stack
Overflow the average number of posts (questions and answers) of a regular user is 6.88
while it is 167.11 for an expert. In other words, the majority of the users of a CQA web-
site are content consumers who just browse the site, while only a limited number of
experts are content producers who pose answers to questions.

A key question then is how to predict whether an expert will continue to be engaged
with a site or is rather about to leave. If different experts have distinctive behavior pat-
terns, can we develop a personalized prediction model for each expert? Furthermore,
the behavior pattern of an expert may well change over time. For example, an expert
may be very active in Stack Overflow when she is doing a project and may become in-
active when the project is finished. How can we describe the dynamic nature of users
in the process of prediction?

This paper seeks to answer the above questions. We present an algorithm termed
PALP to predict the activity levels of users of CQA websites. Different from existing
work, PALP addresses a personalized prediction model, takes into consideration the
user behavior change over time, and focuses specifically on expert users. Since it is
much easier to re-activate an expert who only shows signs of becoming inactive than
when she has already left the site for a long time [Zhu et al. 2013] [Liu et al. 2016],
expert activity level prediction can be very useful. First, the maintainer or owner of a
site can leverage the information to identify experts with a high tendency to become
inactive. Second, activity level prediction for all the experts allows for an early warn-
ing of an imminent period of intolerably few posts or preparations for a future post
explosion.

We have conducted a case study on the Stack Overflow site, a typical CQA website
specializing in programming related issues with over 5,277,831 users. The major con-
tributions of this paper can be summarized as follows.

(1) To the best of our knowledge, the proposed PALP method is the first approach espe-
cially designed for personalized expert activity-level-prediction on CQA websites.
Existing methods concentrate on presenting a general model to predict future ac-
tivity levels of all users while ignoring the diversity of users and not focusing on
experts.

(2) We validate the effectiveness of our proposed method by conducting a case study
on a large-scale real world website, Stack Overflow. We not only compare PALP
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with several baselines on the Stack Overflow data, but also construct and evaluate
a rich variety of representative features for the prediction task.

(3) We take into consideration the dynamic nature of users in the process of prediction
and propose a time decay function to penalize out-of-date training data.

The rest of this paper is organized as follows. In Section 2, we briefly review the
related work. We then introduce the formal problem definition of expert activity level
prediction in Section 3. Subsequently, we present a problem analysis and detail our
proposed method in Section 4. Section 5 describes our extensive experiments and sum-
marizes our findings. Finally, Section 6 concludes and elaborates on some insights for
potential future work.

2. RELATED WORK

In the past decade, numerous interesting lines of work (e.g., [Zhu et al. 2013] [Grant
and Betts 2013] [Pal 2015] [Liu and Huet 2016], [Wang et al. 2016]) studied CQA web-
sites from different perspectives. The existing work can be roughly classified into three
categories, namely high quality content mining (e.g., [Dalip et al. 2013] [Movshovitz-
Attias et al. 2013]), expert finding and user churn prediction (e.g., [Pudipeddi et al.
2014] [Kawale et al. 2009] [Dasgupta et al. 2008] [Guyon et al. 2009] [Lampe and
Johnston 2005]).

2.1. Content Mining

Content mining in CQA websites has a wide range of research directions but focuses
mainly on mining high quality answers and detecting questions that are not suffi-
ciently answered. For example, [Shah and Pomerantz 2010] designed various features
from questions and answers and subsequently trained a classifier for selecting the best
answer. They observed that the answerer’s profile and the order of the answer in the
list of answers are the two most significant features for predicting the best quality an-
swers. [Dalip et al. 2013] formulated a random forest for ranking answers. [Anderson
et al. 2012] regarded a question and its answers as an entity, and tried to identity the
entities that will be of long lasting value. They also attempted to detect the questions
that were not answered to the askers’ satisfactory. In [Asaduzzaman et al. 2013], re-
searches sought to answer why some questions remain unanswered and to predict the
duration until the question would get its first answer. [Tian et al. 2013] tried to predict
which answer will be the best answer for a question.

2.2. Expert Finding

Besides mining valuable content (questions and answers) in CQA sites, researchers
have also put efforts into the identification of expert users.

Yue et al. established a prediction model to forecast whether or not a user will be-
come an expert user from her initial behavior [Yue et al. 2012]. [Pal et al. 2011; Pal
et al. 2012] discovered that it is possible to identify potential experts during the first
two weeks of their joining a community. Early detection of potential experts can help
the managers to nurture and retain these users. Pal et al. analyzed the behavioral
patterns of experts over time and the interactions between experts. [Riahi et al. 2012]
provided an approach to route new questions to the right group of experts such that
experts are presented with questions matching their expertise. [Zhao et al. 2015] for-
mulated the problem of expert finding into the problem of missing value estimation —
they utilized graph regularized matrix completion to estimate missing values.

While most efforts were made in identifying experts or the preliminary detection of
potential experts in CQA websites [Liu et al. 2013], recently there has been a remark-
able shift towards activity level prediction. This stems from the fact that keeping the
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engagement of experts and trying to loose a minimal number of experts is crucial for
the long-term sustainability of CQA websites.

2.3. User Churn Prediction

The most closely related work to activity level prediction is user churn prediction,
which aims to identify users who will abandon the websites. [Dror et al. 2012] ad-
dressed the task of churn prediction for new users. They evaluated various features
including personal information, activity rate and social interaction with others in the
prediction. They concluded that the total number of answers and the positive responses
such as upvotes are most relevant to user churn. However, they concentrated on new
users rather than experts. Yang et al. [Yang et al. 2010] explored the new user survival
patterns in three different question answering websites and revealed the diversity in
users’ participation lifespans in the three different sites. Similar to [Dror et al. 2012],
[Yang et al. 2010] concentrated on new users.

In [Pudipeddi et al. 2014], the authors presented their study on churn prediction for
both new and expert users. They constructed a long list of potentially indicative fea-
tures and suggested that the time gaps between user posts can provide strong evidence
for churn. However, they tried to train a general classifier for all the users and ignored
their diverse personalities. [Zhu et al. 2013] developed a personalized model for user
activity level prediction in social networks. However, the contexts in social networks
are very different from that in CQA websites. A user in a social network can update
his or her status, post photos, send messages and play various social games [Zhu et al.
2013]. In contrast, a user in a CQA website can only post questions and answers, and
deliver an upvote or downvote to a post (i.e., either a question or an answer).

3. PROBLEM FORMULATION

We use the reputation in Stack Overflow to define experts. Namely, a user is an expert
if and only if her reputation is higher than a threshold of 1,000 points. As such, we
identified 13,542 experts out of all the 5,277,831 users on the site. The reputation of a
user is proportional to her contributions on the website. For example, a user can earn
10 reputation points if her answer is voted up and can earn 15 reputation points if
her answer is labeled as the accepted answer by the question asker. Note that for each
question, there can only be one accepted answer among all the answers. A user can
also lose reputation points when her answer is voted down or her posts receive 6 spam
flags.

For simplicity, we formulate expert activity level prediction as a binary classification
problem. An expert will be labeled as active (1) or inactive (0). However, the proposed
framework can be easily extended to a ¢ class version where the activity level of an
expert is categorized into c different classes. After introducing the binary classification
framework, we will further explain how to extend the framework to a multiple-class
case. All the user activities are organized by month and the ground truth activity level
is measured by their number of activities, which is the number of posts (a post is either
a question or an answer), in a month. Now we formally define the problem of expert
activity level prediction.

Definition 3.1 (Expert activity level prediction problem). For an expert, given her
feature vector z; € R? which is extracted from her past activities, predict his/her ac-
tivity level y; € {1,0} in the next month, where 1 stands for active while 0 indicates
inactive.

Further explanations for this definition are as follows. (1) The input feature vector z;
is extracted from the ith expert’s past activities. For example, 2; may contain features
such as the number of the user’s posts in the last month, the number of the user’s posts
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in the month before the last month, the total number of upvotes received by the user,
the number of badges received in the last month, etc. (2) The goal is to predict the
label y; € {0, 1} for each expert x;. We use the number of monthly posts to measure the
activity level of an expert. This is based on the observation that posting questions and
answers are the two most important activities in CQA sites. Note that a post is either
a question or an answer. If an expert z; does not submit any posts, she is labeled as
inactive (y; = 0), and active (y; = 1) otherwise.

4. PROBLEM ANALYSIS AND THE PALP ALGORITHM

In Section 3, we have formulated the activity level prediction task into a binary classifi-
cation problem. In this section, we will introduce a novel model to address the problem
based on logistic regression.

Given an input feature z € R (d is the dimensionality of the features), logistic
regression predicts the target label of x utilizing the sigmoid function. Formally,

. 1
§=ho(z) = 1+ exp(—0Tx) o
where 3 is the activity level prediction of z;, and = corresponds to the features extracted
for an expert. 6 = (0;,0,...,04)7 is the parameter to be learned.
The base logistic regression model formulates the activity level prediction task into
an optimization problem, i.e., finding the optimal solution § that minimizes the cost
function J. Formally, the problem can be formulated as follows.

minJ = ZCOst (ho(zy”), 5 + 7016113
"= (2)
Z{y<f+l> log(ho (")) + (1 = 4"") Log(1 — ho(x{"))} +0ll613

Four aspects of this formulation deserve further explanation. (1) n denotes the num-

ber of experts. (2) a:l(t) stands for the feature extracted for the /th expert at time ¢
(corresponding to a month), where the features are extracted from her past activities

up to time t. (3) yltH) is the ground truth activity level of expert x; at time ¢ + 1, and

hg( ) is the activity level prediction. hg(:vl( )) = 1 indicates that the expert z; is pre-

dicted to be active at time ¢ + 1 while hg(a:l( )) = 0 indicates inactivity. (4) The term ||0||3
is the regularization term to penalize the model complexity [Zhu et al. 2013].

The base model in Equation (2) can be trained to capture the optimal 6 for the entire
expert community. It is worth to emphasize that there exist plenty of training data for
this model in the Stack Overflow website, which is primarily due to the large number
of experts and the long existence of the site. However, this base model fails to reflect
the diversity of the experts and capture the user behavioral changes over time. A per-
sonalized prediction model toward an expert will be more accurate than a general one,
and the behavior pattern of an expert may change over time. Taking these aspects into
consideration, we upgrade the base logistic regression model to one that is personal-
ized with a time decay function as below.

4.1. User-specific Modeling

Different experts may have different behavior patterns. Using the same model to pre-
dict the activity level for different experts may be inaccurate for a specific expert. The
base model in Equation (2) is trained to capture the optimal parameters for the entire
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expert community. As such, the base model can be regarded as capturing the common
conduct of all the experts. A global model cannot produce precise predictions for a set
of different users [Zhu et al. 2013]. Therefore, we propose a user-specific model for each
expert by introducing a personalized term into Equation (2). In other words, besides
the common factors, we further incorporate the historical data of a specific user to im-
plement a more effective model for that user. Let w; be the parameter to be trained for
expert z;. Then the model for expert x; can be formulated as below.

minJ = — ZC’ost (ho(z (t+1)+70||9H2+a ZCost hao, (297), y9T) ;w2

9,11)1' ] 1

=—*Z{y<t“ log(ho(z{")) + (1 = y™) log(1 = hae({"))} + 701013

Z{W” 10g(hu, (z3)) + (1 — 47 V) log(1 — ho ()} + ~ilwil|3

3

The global parameter 6 captures the global knowledge across the expert community

and the user-specific parameter w; captures the personalized pattern of user z;. The

first term on the right side of the equation is the global term, while the third term

is the personalized term. The second term vy||0||3 and the fourth term ~;||w;||3 are the
regularization terms. Note that in the third term, analogous to Equation (1),

1
hy, () = ———— 4
(@) 1+ exp(—w;Tx) @
The parameter « in Equation (3) controls the tradeoff between commonality across
experts and the personalization [Zhu et al. 2013]. For example, a relatively large «
implies an emphasis of the influence of personalization. Noticeably, a too large value
of o may lead to overfitting since the historical data set of an expert is usually small.

4.2. Time Decay Setting

A user’s behavior may well change over time. For example, an expert may actively
post new questions and answers on the Stack Overflow website when she is doing a
programming project. But when her project ends, she may become inactive on the site.
Simultaneously, an expert may lose interest in her past topics and become active on a
new topic. Obviously, a user’s behavior pattern is more similar to her recent activities
rather than her activities a long time before. Thus, it is necessary to increase the
weight of recent data and penalize the out-of-date training data. Mathematically, we
introduce a time decay setting in the model of Equation (3) as below.

minJ = + ZCost (@) (t+1))+’7||9|\2+04*2005f (P (@), 97+ 3w |12

0,w; i=1

1 :
" S0 toglhala®) + (1 - 5*) log(1 ~ ha(a{®)} + r0l612
=1

t
1 ) X ;
—a e I dog(ha, (7)) + (1 =y ) log(1 = ho(ar?))} + illwill3

j=1
()
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ALGORITHM 1: The PALP Algorithm

Input: The set of features {ng) i=1,2,...,n; 7=1,2,...,t} where xﬁj) is the feature
representation of the ith expert in month j; tradeoff parameter «; time decay rate 3;
regularization parameters ~o, 7v;; learning rate n

Output: The activity level prediction 3; **?) of each expert for the next month ¢ + 1

Generate the initial value of 0 and w; (i = 1,2,...,n) randomly;
iter num = 0;
repeat

: : Lo aJ
Fix all w;, keep updating 6 by: 6 = 0 — ng5,
fori=1:ndo
Fix 6, keep updating w; by: w; = w; — n
end
iter_num = iter_num+1;
until convergence or iter_num > iter_threshold,
fori=1:ndo
gD = ho () + o, ({);
end

where % is defined in Equation (6);

oJ

ow; ?

aJ

where
w;

is defined in Equation (6);

In Equation (5), the term e #(!=7) is added to control the weight of the expert’s his-
torical data and $ is termed the time decay rate. It is noteworthy that more recent
historical data has a higher weight.

4.3. The PALP Algorithm

In summary, our goal is to solve the optimization problem in Equation (5). There are
two parameters to be learned, namely 6 and w;. The gradient descents of cost J with
respect to 6 and w; are

oJ 1 <
== (ho(a{”) — 5zl + 2900

M n 1=1
aJ 1 < ©
_ I s G)y _ D\ 0) 4 om o
ow; “ t ; ‘ (hwi (xl ) Yi )xz + 2w,
Given the derivatives above, we can update ¢ and all w; (i = 1,2,...,n) in an alternat-

ing way. In other words, during each iteration, we first fix all w; and update 6, then fix
0 and update all w;. The updates of  and w; (i = 1,2,...,n) follow the gradient descent
method as below

9:977]%
(7
Wy =w; — 1, 0J
L ]8wi

where 7 is the learning rate.

The overall algorithm termed PALP is illustrated in Algorithm 1. At the very begin-
ning, we randomly initialize the value of § and w; (i = 1,2,...,n). Afterwards, we use
the gradient descent method to find the optimal § and w; (i = 1,2,...,n). We first fix
all w;, and keep updating 6 by 6 = 6 — n%. Second, we fix 6, and keep updating w; by

w; = w; — 77&%' Finally, the model is trained and the optimal # and w; of the model are

ACM Trans. Multimedia Comput. Commun. Appl., Vol. 0, No. 0, Article 0, Publication date: 0000.



0:8 Z. Liu et al.

obtained. We leverage the trained model to predict the activity level of each expert for
the next month.

More specifically, the first for-loop in Algorithm 1 is to capture the personalized w;
for each expert, while the second for-loop predicts the activity level of each expert.
Since the training of two different experts are uncorrelated, the operations in the first
for-loop can be fully parallelized such that the algorithm can be accelerated greatly.
Similarly, the operations in the second for-loop can also be parallelized.

4.4. Extension to Multi-Class Case

In the above problem analysis of this section (Section 4), we formulated the expert
activity level prediction as a binary classification problem. Each expert will be labeled
as either active (1) or inactive (0). In this subsection, we discuss how to extend the
binary classification framework to a multi-class case.

The extension is quite straight forward. We adopt the one-vs-all or one-vs-rest
method. That is, for each class m, we regard m as a class and regard the remaining
classes as the other one class. Then we can simply utilize the above binary classifica-
tion framework to train a model for class m. (1) Each class m is trained to have one
classifier, which is deployed to predict the probability of label y(z) = m for an input
feature vector z. (2) We input z into the classifiers for each class and subsequently cal-
culate the probability of y(z) = 1,2, ..., ¢, where cis the number of classes, respectively.
We consider the class of the maximum probability as the label of x.

5. EXPERIMENTS

In this section, we conduct extensive experiments to evaluate the PALP algorithm
with a case study on the Stack Overflow website. First, we discuss the construction of
features from Stack Overflow. Then, we evaluate our proposed PALP method against
three baseline methods. Afterwards, we study the sensitivity of PALP with respect to
its parameters. Finally, we explore the influence of different features by abandoning
part of the features and re-running the experiments, respectively.

5.1. Feature Construction

In Stack Overflow, there exists a rich set of activities including posting a question,
posting an answer, suggesting the editing of a post, voting up a post (i.e., a question
or an answer), and voting down a post. Therefore, various features for users can be
extracted from these activities. We construct and evaluate an extensive list of features
that may be indicative for the activity level prediction task. We also classify all the
constructed features into three categories.

As listed in Table I, we construct features and classify them into three groups. The
first group is post related, where a post is either a question or an answer. The second
group is positive response related. The third group is the profile of the expert. In the
table, k& denotes the month where the activity level is to be predicted. In the process of
the prediction, the activities of the expert in the past 7" months, i.e., months &k — 1,k —
2,...,k—T, are extracted. Thus, T is the width of the sliding time window. We further
introduce the features listed in Table I below.

(1) Feature num _posts(k—i) captures the number of posts in the month that is i months
ago. The number of posts during the (k — i)* month may well be a potentially
indicative feature since we are aiming to predict the number of posts of the k"
month.

(2) Feature num_questions(k — i) captures the number of questions in the month that
is i months ago. The number of questions of the (k — i)** month may well be a
potentially indicative feature since a post is either a question or an answer.
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(3)
4)

(%)

(6)

(7

Table I. List of Features Constructed

Feature Description

Number of posts in the (k — 1)t month.
Number of posts in the (k — 2)t" month.

num_posts(k — 1)
num_posts(k — 2)

num_posts(k — T') Number of questions in the (k — T)*" month.

num _questions(k — 1) th

num_questions(k — 2)

Number of questions in the (k — 1)*" month.
Number of questions in the (k — 2)*" month.
num_questions(k — 7T Number of questions in the (k — T)*" month.

Number of answers in the (k — 1)** month.
Number of answers in the (k — 2)t* month.

num_answers(k — 1)
num_answers(k — 2)

num_answers(k — 1))

post_length(k — 1)
post_length(k — 2)

post_length(k — T)

Number of answers in the (k — 7)*" month.

Average length of posts in the (k — 1)** month.

Average length of posts in the (k — 2)** month.

Average length of posts in the (k — 7')** month.

num_accepted_answers(k — 1)
num_accepted_answers(k — 2)

num_accepted_answers(k — T)

num _badges(k — 1)
num _badges(k — 2)

num_badges(k — T)

Number of accepted answers in the (k — 1)** month.
Number of accepted answers in the (k — 2)** month.
Number of accepted answers in the (k — 7')** month.

Number of badges in the (k — 1)** month.
Number of badges in the (k — 2)** month.

Number of badges in the (k — T')** month.

reputation

total_ num_questions
total_ num_answers
total_upvotes
total_downvotes
total badges

The reputation of the expert.

The total number of questions posted by the expert.
The total number of answers posted by the expert.
The total upvotes received by the expert.

The total downvotes received by the expert.

The total badges received by the expert.

Feature num_answers(k — i) captures the number of answers in the month that is
1 months ago.

Feature post_length captures the average length of a user’s posts in the month that
is 7 months ago. A longer length of posts usually implies that the expert is more
interested in the website.

Feature num_accepted_answers(k — i) captures how many accepted answers the
expert received in the month that is ¢ months ago. The insight is that the number
of accepted answers signals how much the peer community admits the quality of
the expert’s answers and thus may have connections with the expert activity level.
Feature num_badges(k — i) captures the number of badges received in the month
that is ¢ months ago. A badge can only be awarded to a user who is especially
helpful. Winning a badge may incentivize experts to produce more high-quality
content and be more engaged with the website.

Feature reputation is the most important item in the user profile. The reputation
of a user is directly proportional to her contributions to the site. For example, a
user can earn 10 reputation points if one of her answers receives an upvote and
conversely can lose 2 reputation points if her answer receives a downvote.
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(8) Features total_num_questions and total_num _answers are the total number of ques-
tions and answers the expert has posted on the website, respectively. The total
number of questions and answers may signal the attitude of the expert towards
the website.

(9) Features total_upvotes and total_downuvotes are the total number of upvotes and
downvotes the expert received on the website, respectively. The total number of
upvotes and downvotes signals the agreement and disagreement votes the expert
received from the peer community, which may affect the attitude of the expert
towards the website.

(10) Feature total_badges is the total number of badges received by the expert.

Rather than considering all the user activities right from the very beginning, we
only consider the activities within 7' = 4 months from the current month. In other
words, the width of the sliding time window is set to 7' = 4 in our experiments. There
are two reasons for this selection. First, we have observed that the activities that are
5 months or longer ago have little connection with the user’s activity level 5 months
later. Second, the computational costs can be substantially reduced via this selection.

5.2. Performance Evaluation

For all the 13,542 experts on Stack Overflow, we extracted their features for the first
seven months of 2015 according to Table I. The activity levels of the experts during
each month from May to August 2015 are also labeled according to the ground truth.
Specifically, if an expert has no less than one post during the month, she is labeled as
active for the month and otherwise labeled as inactive. We utilized all the data of year
2014 to construct the training data set. We leveraged the extracted activity features
in every four successive months as input features, and the activity level of the next
month as the labels, to create the training data set.

For comparison, we selected three types of baseline methods. Those are the Base
Logistic Regression (BLR) model, the SVM classifier (SVM) and the K-Nearest Neigh-
bor classifier (KNN). The BLR model is the base logistic regression model that ignores
personalization and the user behavior change over time. For the SVM classifier, we
utilize a Gaussian radial basis function as the kernel to enable a non-linear classifier.
For the KNN classifier, we vary the number K of nearest neighbors from 1 to 30 with
an interval of 5 and only report the result of its highest accuracy, where accuracy is
the ratio of precisely predicted experts out of all experts throughout the paper.

Table Il. Performance Comparison of Different Methods In

Terms of Accuracy.

Method BLR SVM KNN PALP

May 2015 0.6949 | 0.6746 | 0.6187 | 0.7778
June 2015 0.6693 | 0.6858 | 0.5195 | 0.7319
July 2015 0.6718 | 0.6441 | 0.5806 | 0.7255
August 2015 | 0.6546 | 0.6822 | 0.6087 | 0.7283

Table II shows the performance comparison between the four methods. We observe
that KNN performs the worst among all the four methods. This implies that the Eu-
clidean distance between the user features may not be a good measure for the sim-
ilarity between users. We can also see that our proposed PALP method consistently
outperforms the three other methods in terms of prediction accuracy. BLR has compa-
rable performance as SVM on the data set. Since PALP, BLR and SVM are all trained
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on the same data set (all the data of the experts of year 2014), this further verifies the
observation that a personalized prediction model for an expert will be more accurate
than a general one, and considering the user-behavior-pattern change over time can
be helpful in prediction.

Our next experiments compare PALP with two reductions of PALP. One of the re-
ductions is termed PALP_NoDecay where the time decay setting is reduced from PALP.
The other reduction is the base logistic regression BLR introduced before. In the BLR
method, all the personalizations are ignored. The comparison results are shown in Ta-
ble III. We can clearly observe that BLR performs the worst among all the three meth-
ods. PALP_ NoDecay performs better than BLR but still not as well as PALP. PALP
consistently outperforms its two reductions. The results suggest that both, personal-
ization modeling and time decay setting, lead to an improvement in prediction accu-
racy. Another finding from the results is that personalization modeling seems to be
slightly more important in prediction than the time decay setting.

Table Ill. Performance Comparison with Two Re-

ductions In Terms of Accuracy.

Method BLR PALP_ PALP
NoDecay

May 2015 0.6949 | 0.7201 0.7778

June 2015 0.6693 | 0.6942 0.7319

July 2015 0.6718 | 0.6911 0.7255

August 2015 | 0.6546 | 0.6880 0.7283

5.3. Robustness Study

In this subsection we study the effects of several parameters on the performance of
the PALP algorithm. There are three key parameters to be learned: (1) the tradeoff
parameter «, which controls the balance between the commonality across experts and
the personalization, (2) the time decay rate 3, and (3) the regularization parameter ~;.

In order to study the effect of the tradeoff parameter «, we fixed all the other pa-
rameters and varied « from 0 to 10. Figure 1 shows the performance evolution with
respect to parameter a. The figure suggests that small values of « yield better perfor-
mance than bigger values. « = 0.2 yields the best performance. The reasons are that
the training data for one expert is usually sparse while the training data for the en-
tire expert community is rich, so the weight of the personalization should be relatively
small to avoid overfitting.

Next, we investigated the effect of the time decay rate 3. We varied the value of 3
from 0 to 5. The performance evolution with respect to parameter 3 is demonstrated
in Figure 2. We can clearly see that when the value of 3 is not greater than 0.5, PALP
performs well. When the value of 8 equals 0.3, the performance of PALP reaches its
peak. A too big value of 3, e.g., bigger than 1, yields a poor performance of PALP. This
may stem from the fact that a too large 5 will lead to over penalization of the data that
is a few months ago [Zhu et al. 2013].

Finally, we evaluated the effect of the regularization parameter ;. We fixed the
global regularization parameter 79 = 1 and varied ~; from 0 to 10. The performance
evolution with respect to parameter 7, is shown in Figure 3. We can observe that pa-
rameter setting v; = 1 reaches the best performance. Relatively bigger values of ~;
have better performance than too small ones.
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Fig. 2. Performance evolution with respect to time decay parameter .

5.4. Analysis on Reduced Features

We also conducted experiments to study the effects of abandoning some features. We
classified all the constructed features listed in Table I into three categories: post re-
lated, positive response related, and user profile related. We removed each of the three
categories from the feature set and then tested the performance, respectively.

The comparison results are illustrated in Table IV. We can observe that the post
related features, such as the monthly number of posts, questions and answers, have
the most dominant effect on the accuracy of the prediction task. Positive response
related features, such as the monthly number of accepted answers and the number
of badges have the second most dominant effect right after the post related features.
Surprisingly, we find that the user profile features, such as reputation and the total
number of badges obtained by the expert, are not so informative in predicting the
future activity level of the expert. The reasons may be that features extracted from
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Fig. 3. Performance evolution with respect to parameter ~;.

Table IV. Performance Comparison with Reduced Fea-

tures.
All Features 0.7778
No Post Related Features 0.5943
No Positive Response Related Features | 0.6839
No User Profile Features 0.7401

an expert’s recent activities are more indicative than the features extracted from the
expert’s activities counting from the very beginning [Liu et al. 2016]. We can also see
that combining all the features indeed leads to an improvement in prediction accuracy,
which suggests the complementary nature of the different features.

6. CONCLUSIONS

In this paper we have proposed a method termed PALP to address the personalized ac-
tivity level prediction for expert users in CQA websites. We have also taken into consid-
eration the behavior change of an expert over time to enable more accurate prediction.
Further, we have constructed and evaluated an extensive list of potential indicative
features and classified them into three categories. Experimental results demonstrate
the superior performance of our approach over the existing methods. We have also ob-
served that the post related features, and the positive response related features, are
the two most indicative factors for the activity level prediction task. As possible future
work, we will test our model on CQA websites of different countries to study how the
cultural differences may affect the model. We will also incorporate other information
channels to further improve the accuracy of the prediction since various mobile apps
and social networks may capture much more information of the user.
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